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Abstract

In this study, three Itô stochastic differential equations with multiplicative noise are investigated with Wong-Zakai method. The stochastic differential equations are also analyzed by Euler-Maruyama, Milstein and Runge Kutta stochastic approximation methods. The relative errors of these three methods are compared and the performance of Wong-Zakai method is shown alongside numerical results.
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1 Introduction

Mathematical models in the literature are mostly investigated by the use of deterministic differential equations and systems of equations. However it is known that most real life events contain components that act non-deterministically, i.e. randomly. The use of random and stochastic differential equation systems to
model such events is a better modeling approach in contrast to the deterministic case. Several popular methods are used for analyzing stochastic differential equation systems, such as Euler-Maruyama and Milstein methods [1,2], which are the pioneering approximation techniques.

In this study, we present the Wong-Zakai approximation method [3] to several reducible stochastic differential equations (SDEs) that are explicitly solvable. The equations, which are given as Ito SDEs will be transformed to Stratonovich SDEs, since Wong-Zakai approximation method is based on Stratonovich stochastic integration technique. The most basic advantage of Wong-Zakai method is that the technique can be used together with deterministic numerical methods for approximation. Hence, a suitable approximation method can be selected for using with Wong-Zakai method depending on the type of problem that will be analyzed. Wong-Zakai method has been previously used for analyzing stochastic partial differential equations and SDEs driven by martingales [4,5]. Additionally, recent applications of Wong-Zakai approximation have been given stochastic Landau–Lifshitz–Gilbert and stochastic reaction-diffusion equations [6,7,8]. Stochastic differential equations have many applications in various research fields ranging from computer virus models in engineering [9] to Diabetes Mellitus models in medicine [10].

The study is structured as follows: In section 2, basic definitions and the methodology for Wong-Zakai method is given. Section 3 contains the problems for applications and section 4 contains the results for the examples. Lastly, conclusion is given along with the remarks of the study.

2 Methodology

In this section, Wong-Zakai approximation method is given along with the deterministic numerical approximation method, the predictor-corrector method for multi-step methods, and is compared with the well-known stochastic methods Euler-Maruyama, Milstein, strong 1.0 order Runge-Kutta method and stochastic Runge-Kutta method. These methods are presented below.

An Ito SDE can be given as

\[ dX_t = a(t,X_t)dt + b(t,X_t)dW_t \]  

(1)

on \([t_0, T]\) with an initial value \(X_{t_0} = x_0\). Euler-Maruyama, Milstein and strong 1.0 order Runge-Kutta methods are implemented to the Ito SDEs whereas the other methods are implemented to Stratonovich SDEs. The Stratonovich form of (1) can be given as

\[ dX_t = a(t,X_t)dt + b(t,X_t) \circ dW_t. \]

(2)

The relationship equations (1) and (2) is given as

\[ a(t,X_t) = a(t,X_t) - \frac{1}{2} b(t,X_t) \frac{\partial b}{\partial X_t}(t,X_t). \]

(3)

Let the interval \([t_0,T]\) be divided into \(k\) subintervals equally and the discretization points be denoted as \(t_0 < t_1 < \cdots < t_{k-1} < t_k = T\) to approximate the numerical solution of (1) or (2).

The Euler-Maruyama scheme [1,2] is given as

\[ \bar{X}_{t_{n+1}} = \bar{X}_{t_n} + a(t_n,\bar{X}_{t_n})\Delta t_n + b(t_n,\bar{X}_{t_n})\Delta W_n, \quad n = 0,1,2, \ldots, k-1 \]

(4)

with the initial value \(\bar{X}_{t_0} = X_0\). Here, \(\Delta t_n = t_{n+1} - t_n, \Delta W_n = W_{t_{n+1}} - W_{t_n}\). This method has strong order 0.5. The strong order 1.0 of Milstein scheme [1] is an improvement of Euler-Maruyama method and given as
\[ \bar{X}_{tn+1} = \bar{X}_{tn} + a(t_n, \bar{X}_{tn})\Delta t_n + b(t_n, \bar{X}_{tn})\Delta W_n + \frac{1}{2} b(t_n, \bar{X}_{tn})b(t_n, \bar{X}_{tn})(\Delta W_n)^2 - \Delta t_n \] (5)

where \( n = 0, 1, 2, ..., k - 1 \) and \( \bar{X}_{t_0} = X_0 \). Both Euler and Milstein schemes have weak order 1.0. The strong order 1.0 Runge-Kutta [1], is proposed by Platen, is given as

\[ \bar{X}_{tn+1} = \bar{X}_{tn} + a(t_n, \bar{X}_{tn})\Delta t_n + b(t_n, \bar{X}_{tn})\Delta W_n + \frac{1}{2\sqrt{\Delta t_n}} \left( b(t_n, \bar{Y}_{tn}) - b(t_n, \bar{X}_{tn}) \right) \left( (\Delta W_n)^2 - \Delta t_n \right) \] (6)

where \( \bar{Y}_{tn} = \bar{X}_{tn} + a(t_n, \bar{X}_{tn})\Delta t_n + b(t_n, \bar{X}_{tn})\Delta W_n \), \( n = 0, 1, ..., k - 1 \).

The second Runge-Kutta method [11], which is implemented to the Stratonovich SDE, is given similar to its deterministic counterpart but with an additional component for the stochastic noise approximation

\[ \bar{X}_{tn+1} = \bar{X}_{tn} + \frac{1}{6} \left( \left[ F_0 + 2F_1 + 2F_2 + F_3 \right] \Delta t_n \right. \]
\[ \left. + \left[ G_0 + 2G_1 + 2G_2 + G_3 \right] \Delta W_n \right) \] (7)

where

\[ F_0 = a(t_n, \bar{X}_{tn}), \]
\[ F_1 = a \left( t_n + \frac{1}{2} \Delta t_n, \bar{X}_{tn} + \frac{1}{2} F_0 \Delta t_n + \frac{1}{2} G_0 \Delta W_n \right), \]
\[ F_2 = a \left( t_n + \frac{1}{2} \Delta t_n, \bar{X}_{tn} + \frac{1}{2} F_1 \Delta t_n + \frac{1}{2} G_1 \Delta W_n \right), \]
\[ F_3 = a \left( t_n + \Delta t_n, \bar{X}_{tn} + F_2 \Delta t_n + G_2 \Delta W_n \right) \]

and \( G_i, i = 0,1,2,3 \) are similarly obtained by the evaluation of coefficient \( b(t, X_t) \) at the same point.

2.1 Wong-Zakai scheme

In this method, the SDE problem is reduced to an ODE problem at each interval \([t_j, t_{j+1}]\), \( j = 0, 1, ..., k - 1 \) and solved by an ODE solver. The ODE problem to obtain \( X_{t_{j+1}} \) for each interval \([t_j, t_{j+1}]\) is given by [12]

\[ \frac{d\hat{X}_t}{dt} = a(t, \hat{X}_t) + \frac{1}{\Delta t_n} b(t, \hat{X}_t)\Delta W_n \] (8)

with \( \hat{X}_{tn} = \hat{X}_j, j = 0, 1, ..., k - 1 \). Here, \( \Delta W_n = W_{t_{j+1}} - W_{t_j} \) is the discrete approximation of \( dW_t \). In this article, the predictor-corrector method, which is a kind of multistep method, is used to solve the ODE (8). Adams-Bashford method is used as the predictor and Adams-Moulton method is used as the corrector [13].

3 Numerical Examples

In this section, we implement the methods which are introduced in Section 2 to the three reducible SDE problems with known analytical solutions to compare the efficiency of the Wong-Zakai method to the other approximation methods. The expectation for the approximate solutions of the stochastic differential equations are found from the averaging of \( N \) simulated sample paths.
Here $X_{t_i}$ denotes the $i$-th sample path.

**Problem 1.** Given the Ito SDE as

$$dX_t = a^2X_t (1 + X_t^2)dt + a(1 + X_t^2)dW_t, \quad X_{t_0} = X_0, a \in \mathbb{R}.$$ 

The analytical solution of Problem 1 is [1]

$$X_t = \tan(aW_t + \arctan X_0).$$

The Stratonovich form of Problem 1 is obtained as

$$dX_t = a(1 + X_t^2) \circ dW_t.$$ 

**Problem 2.** Given the Ito SDE as

$$dX_t = \frac{1}{3}X_t^3 dt + X_t^2 dW_t, \quad X_{t_0} = X_0$$

the analytical solution and the Stratonovich form of the problem are given by

$$X_t = \left(\frac{1}{3}X_0^3 + \frac{1}{3}W_t\right)^3$$

$$dX_t = X_t^2 \circ dW_t$$

respectively [4].

**Problem 3.** For the Ito SDE

$$dX_t = -\sin(X_t) \cos^3(X_t) dt + \cos^2(X_t) dW_t, \quad X_{t_0} = X_0.$$ 

The Stratonovich form is

$$dX_t = \cos^2(X_t) \circ dW_t$$

and the analytical solution is [4]

$$X_t = \arctan(W_t + \tan(X_0)).$$

4 Results

In this section, we implement the numerical methods which were introduced in Section 2 to reducible SDE problems and compare the numerical efficiencies of the mentioned methods. For this, we calculate an error at point $t_i, i = 0,1,2,...,k$ as

$$e(t_i) = \frac{|X_{analytical} - X_{numerical}|}{|X_{analytical}|}$$
where \( X_{\text{analytical}} \) and \( X_{\text{numerical}} \) are the analytical and numerical solutions at the point of interest, respectively.

**Table 1. Comparison of results for the corresponding methods in problem 1**

<table>
<thead>
<tr>
<th>( t )</th>
<th>Euler-Maruyama</th>
<th>Milstein</th>
<th>RK-IV</th>
<th>RK-1.0</th>
<th>Wong-Zakai</th>
<th>Analytic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0016</td>
<td>1.0021</td>
<td>1.0020</td>
<td>1.0015</td>
<td>1.0019</td>
<td>1.0020</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0036</td>
<td>1.0041</td>
<td>1.0039</td>
<td>1.0035</td>
<td>1.0041</td>
<td>1.0040</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0057</td>
<td>1.0058</td>
<td>1.0062</td>
<td>1.0057</td>
<td>1.0060</td>
<td>1.0061</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0080</td>
<td>1.0081</td>
<td>1.0084</td>
<td>1.0075</td>
<td>1.0079</td>
<td>1.0081</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0099</td>
<td>1.0104</td>
<td>1.0105</td>
<td>1.0100</td>
<td>1.0103</td>
<td>1.0103</td>
</tr>
<tr>
<td>0.6</td>
<td>1.0121</td>
<td>1.0123</td>
<td>1.0129</td>
<td>1.0119</td>
<td>1.0126</td>
<td>1.0123</td>
</tr>
<tr>
<td>0.7</td>
<td>1.0141</td>
<td>1.0143</td>
<td>1.0151</td>
<td>1.0140</td>
<td>1.0149</td>
<td>1.0145</td>
</tr>
<tr>
<td>0.8</td>
<td>1.0163</td>
<td>1.0167</td>
<td>1.0172</td>
<td>1.0162</td>
<td>1.0172</td>
<td>1.0166</td>
</tr>
<tr>
<td>0.9</td>
<td>1.0186</td>
<td>1.0188</td>
<td>1.0194</td>
<td>1.0182</td>
<td>1.0194</td>
<td>1.0188</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0206</td>
<td>1.0212</td>
<td>1.0217</td>
<td>1.0201</td>
<td>1.0214</td>
<td>1.0210</td>
</tr>
<tr>
<td>1.1</td>
<td>1.0229</td>
<td>1.0235</td>
<td>1.0238</td>
<td>1.0225</td>
<td>1.0239</td>
<td>1.0233</td>
</tr>
<tr>
<td>1.2</td>
<td>1.0249</td>
<td>1.0261</td>
<td>1.0264</td>
<td>1.0247</td>
<td>1.0259</td>
<td>1.0255</td>
</tr>
<tr>
<td>1.3</td>
<td>1.0276</td>
<td>1.0283</td>
<td>1.0284</td>
<td>1.0269</td>
<td>1.0281</td>
<td>1.0278</td>
</tr>
<tr>
<td>1.4</td>
<td>1.0299</td>
<td>1.0309</td>
<td>1.0307</td>
<td>1.0293</td>
<td>1.0304</td>
<td>1.0301</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0322</td>
<td>1.0332</td>
<td>1.0330</td>
<td>1.0315</td>
<td>1.0322</td>
<td>1.0325</td>
</tr>
<tr>
<td>1.6</td>
<td>1.0347</td>
<td>1.0352</td>
<td>1.0354</td>
<td>1.0341</td>
<td>1.0346</td>
<td>1.0349</td>
</tr>
<tr>
<td>1.7</td>
<td>1.0371</td>
<td>1.0381</td>
<td>1.0380</td>
<td>1.0362</td>
<td>1.0367</td>
<td>1.0373</td>
</tr>
<tr>
<td>1.8</td>
<td>1.0394</td>
<td>1.0409</td>
<td>1.0405</td>
<td>1.0384</td>
<td>1.0387</td>
<td>1.0398</td>
</tr>
<tr>
<td>1.9</td>
<td>1.0421</td>
<td>1.0435</td>
<td>1.0431</td>
<td>1.0413</td>
<td>1.0415</td>
<td>1.0423</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0446</td>
<td>1.0459</td>
<td>1.0455</td>
<td>1.0438</td>
<td>1.0440</td>
<td>1.0448</td>
</tr>
<tr>
<td>2.1</td>
<td>1.0470</td>
<td>1.0487</td>
<td>1.0478</td>
<td>1.0462</td>
<td>1.0467</td>
<td>1.0473</td>
</tr>
<tr>
<td>2.2</td>
<td>1.0492</td>
<td>1.0511</td>
<td>1.0504</td>
<td>1.0484</td>
<td>1.0496</td>
<td>1.0494</td>
</tr>
<tr>
<td>2.3</td>
<td>1.0517</td>
<td>1.0535</td>
<td>1.0527</td>
<td>1.0508</td>
<td>1.0523</td>
<td>1.0526</td>
</tr>
<tr>
<td>2.4</td>
<td>1.0545</td>
<td>1.0563</td>
<td>1.0552</td>
<td>1.0532</td>
<td>1.0550</td>
<td>1.0552</td>
</tr>
<tr>
<td>2.5</td>
<td>1.0574</td>
<td>1.0591</td>
<td>1.0577</td>
<td>1.0558</td>
<td>1.0576</td>
<td>1.0581</td>
</tr>
<tr>
<td>2.6</td>
<td>1.0603</td>
<td>1.0622</td>
<td>1.0605</td>
<td>1.0584</td>
<td>1.0602</td>
<td>1.0608</td>
</tr>
<tr>
<td>2.7</td>
<td>1.0630</td>
<td>1.0647</td>
<td>1.0631</td>
<td>1.0614</td>
<td>1.0632</td>
<td>1.0636</td>
</tr>
<tr>
<td>2.8</td>
<td>1.0659</td>
<td>1.0673</td>
<td>1.0660</td>
<td>1.0641</td>
<td>1.0659</td>
<td>1.0664</td>
</tr>
<tr>
<td>2.9</td>
<td>1.0686</td>
<td>1.0701</td>
<td>1.0693</td>
<td>1.0670</td>
<td>1.0688</td>
<td>1.0690</td>
</tr>
<tr>
<td>3.0</td>
<td>1.0721</td>
<td>1.0731</td>
<td>1.0731</td>
<td>1.0706</td>
<td>1.0736</td>
<td>1.0732</td>
</tr>
</tbody>
</table>

For all of the problems, we investigate the closed time interval \([0,3]\) and use \( N = 100,000 \) simulations for obtaining the expectations. Also, we take 61 points (of which 31 are shown in the tables) which equally divide this interval. Then, we obtain Table 1 for Problem 1 with the initial condition \( X_0 = 1 \).

All of the relative errors have been shown below for the methods in the figure (Fig. 1) along with the solution graphs of the corresponding methods (Fig. 2).

If the relative errors at \( t_f = 3.0 \) are investigated for problem 1, the following results are obtained:

\[
e_{EM} = 0.0010, \quad e_{\text{Milstein}} = 0.0001, \quad e_{RKIV} = 0.0001, \quad e_{RK1.0} = 0.0024
\]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0004 \), meaning that Wong-Zakai method out-performs the strong order 1.0 Runge-Kutta method and Euler-Maruyama method and provides similar results to Runge-Kutta IV and Milstein methods.
Fig. 1. Error plots for the methods in problem 1

Fig. 2. Solution plots for the methods in problem 1
For Problem 2, we have the numerical solutions which are shown the following Table 2 with the initial condition \( X_0 = 100 \).

<table>
<thead>
<tr>
<th>t</th>
<th>Euler -Maruyama</th>
<th>Milstein</th>
<th>RK-IV</th>
<th>RK-1.0</th>
<th>Wong-Zakai</th>
<th>Analytic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
<td>100.0000</td>
</tr>
<tr>
<td>0.1</td>
<td>100.1517</td>
<td>100.1618</td>
<td>100.1646</td>
<td>100.1322</td>
<td>100.1734</td>
<td>100.1571</td>
</tr>
<tr>
<td>0.2</td>
<td>100.2994</td>
<td>100.3452</td>
<td>100.3033</td>
<td>100.2945</td>
<td>100.3575</td>
<td>100.3084</td>
</tr>
<tr>
<td>0.3</td>
<td>100.4733</td>
<td>100.4943</td>
<td>100.4713</td>
<td>100.4476</td>
<td>100.5435</td>
<td>100.4605</td>
</tr>
<tr>
<td>0.4</td>
<td>100.6154</td>
<td>100.6453</td>
<td>100.6368</td>
<td>100.5746</td>
<td>100.6937</td>
<td>100.6158</td>
</tr>
<tr>
<td>0.5</td>
<td>100.7756</td>
<td>100.8120</td>
<td>100.8210</td>
<td>100.7374</td>
<td>100.8488</td>
<td>100.7723</td>
</tr>
<tr>
<td>0.6</td>
<td>100.9285</td>
<td>100.9761</td>
<td>100.9501</td>
<td>100.8963</td>
<td>100.9953</td>
<td>100.9290</td>
</tr>
<tr>
<td>0.7</td>
<td>101.0729</td>
<td>101.1270</td>
<td>101.1121</td>
<td>101.0466</td>
<td>101.1511</td>
<td>101.0847</td>
</tr>
<tr>
<td>0.8</td>
<td>101.2270</td>
<td>101.2485</td>
<td>101.2855</td>
<td>101.1583</td>
<td>101.3134</td>
<td>101.2398</td>
</tr>
<tr>
<td>0.9</td>
<td>101.3651</td>
<td>101.3969</td>
<td>101.4543</td>
<td>101.3204</td>
<td>101.4780</td>
<td>101.3920</td>
</tr>
<tr>
<td>1.0</td>
<td>101.5497</td>
<td>101.5375</td>
<td>101.6077</td>
<td>101.4656</td>
<td>101.5973</td>
<td>101.5429</td>
</tr>
<tr>
<td>1.1</td>
<td>101.7357</td>
<td>101.6713</td>
<td>101.7266</td>
<td>101.6153</td>
<td>101.7926</td>
<td>101.6999</td>
</tr>
<tr>
<td>1.2</td>
<td>101.8692</td>
<td>101.8624</td>
<td>101.8674</td>
<td>101.8025</td>
<td>101.9568</td>
<td>101.8546</td>
</tr>
<tr>
<td>1.3</td>
<td>102.0310</td>
<td>101.9995</td>
<td>102.0187</td>
<td>101.9785</td>
<td>102.0815</td>
<td>102.0076</td>
</tr>
<tr>
<td>1.4</td>
<td>102.1808</td>
<td>102.1293</td>
<td>102.1699</td>
<td>102.1138</td>
<td>102.2369</td>
<td>102.1602</td>
</tr>
<tr>
<td>1.5</td>
<td>102.3208</td>
<td>102.3002</td>
<td>102.3463</td>
<td>102.2682</td>
<td>102.3628</td>
<td>102.3141</td>
</tr>
<tr>
<td>1.6</td>
<td>102.4643</td>
<td>102.4717</td>
<td>102.4746</td>
<td>102.3942</td>
<td>102.5291</td>
<td>102.4712</td>
</tr>
<tr>
<td>1.7</td>
<td>102.5994</td>
<td>102.6140</td>
<td>102.6409</td>
<td>102.5707</td>
<td>102.6926</td>
<td>102.6249</td>
</tr>
<tr>
<td>1.8</td>
<td>102.7528</td>
<td>102.7990</td>
<td>102.7949</td>
<td>102.6997</td>
<td>102.8606</td>
<td>102.7833</td>
</tr>
<tr>
<td>1.9</td>
<td>102.8858</td>
<td>102.9432</td>
<td>102.9672</td>
<td>102.8475</td>
<td>103.0448</td>
<td>102.9351</td>
</tr>
<tr>
<td>2.0</td>
<td>103.0538</td>
<td>103.0804</td>
<td>103.1391</td>
<td>102.9199</td>
<td>103.2075</td>
<td>103.0871</td>
</tr>
<tr>
<td>2.1</td>
<td>103.2276</td>
<td>103.2060</td>
<td>103.2634</td>
<td>103.0837</td>
<td>103.3301</td>
<td>103.2417</td>
</tr>
<tr>
<td>2.2</td>
<td>103.3561</td>
<td>103.3541</td>
<td>103.4325</td>
<td>103.2391</td>
<td>103.4952</td>
<td>103.3980</td>
</tr>
<tr>
<td>2.3</td>
<td>103.4817</td>
<td>103.5166</td>
<td>103.6091</td>
<td>103.3971</td>
<td>103.6289</td>
<td>103.5551</td>
</tr>
<tr>
<td>2.4</td>
<td>103.6058</td>
<td>103.7039</td>
<td>103.7818</td>
<td>103.5572</td>
<td>103.7928</td>
<td>103.7084</td>
</tr>
<tr>
<td>2.5</td>
<td>103.7787</td>
<td>103.8608</td>
<td>103.9055</td>
<td>103.7064</td>
<td>103.9540</td>
<td>103.8656</td>
</tr>
<tr>
<td>2.6</td>
<td>103.9717</td>
<td>104.0580</td>
<td>104.0309</td>
<td>103.8257</td>
<td>104.1099</td>
<td>104.0185</td>
</tr>
<tr>
<td>2.7</td>
<td>104.1347</td>
<td>104.1732</td>
<td>104.1782</td>
<td>103.9669</td>
<td>104.2193</td>
<td>104.1697</td>
</tr>
<tr>
<td>2.8</td>
<td>104.2558</td>
<td>104.3130</td>
<td>104.3315</td>
<td>104.1288</td>
<td>104.3496</td>
<td>104.3245</td>
</tr>
<tr>
<td>2.9</td>
<td>104.3995</td>
<td>104.4844</td>
<td>104.4824</td>
<td>104.2754</td>
<td>104.4895</td>
<td>104.4836</td>
</tr>
<tr>
<td>3.0</td>
<td>104.5776</td>
<td>104.6160</td>
<td>104.6468</td>
<td>104.4541</td>
<td>104.6447</td>
<td>104.6379</td>
</tr>
</tbody>
</table>

For Problem 3, the numerical results are shown in the following Table 3 with the initial condition \( X_0 = 0.5 \).

If the relative errors at \( t_1 = 3.0 \) are investigated for problem 2, the following results are obtained:

\[
e_{EM} = 0.0006, \quad e_{Milstein} = 0.0002, \quad e_{RKIV} = 0.0851 \times 10^{-3}, \quad e_{RK1.0} = 0.0018
\]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0001 \), meaning that Wong-Zakai method gives the numerical approximation with the least error except Runge-Kutta IV compared to the analytical solution for problem 2. It is seen that Runge-Kutta IV and Wong-Zakai give similar relative errors for this problem. All of the relative errors have been shown below for the methods in the figure (Fig. 3) along with the solution graphs of the corresponding methods (Fig. 4).
If the relative errors at \( t_i = 3.0 \) are investigated for problem 3, the following results are obtained:

\[
e_{EM} = 0.0012, \quad e_{Milstein} = 0.0261, \quad e_{RKIV} = 0.0161, \quad e_{RK1.0} = 0.0311
\]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0100 \), This result suggests that Wong-Zakai method performs better than the strong order 1.0 Runge-Kutta, Runge-Kutta IV and Milstein methods for problem 3. All of the relative errors have been shown below for the methods in the figure (Fig. 5) along with the solution graphs of the corresponding methods (Fig. 6).

Table 3. Comparison of results for the corresponding methods in problem 3

<table>
<thead>
<tr>
<th>t</th>
<th>Euler-Maruyama</th>
<th>Milstein</th>
<th>RK-IV</th>
<th>RK-1.0</th>
<th>Wong-Zakai</th>
<th>Analytic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4699</td>
<td>0.4695</td>
<td>0.4713</td>
<td>0.4707</td>
<td>0.4716</td>
<td>0.4712</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4462</td>
<td>0.4444</td>
<td>0.4478</td>
<td>0.4464</td>
<td>0.4489</td>
<td>0.4483</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4273</td>
<td>0.4250</td>
<td>0.4287</td>
<td>0.4285</td>
<td>0.4295</td>
<td>0.4294</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4115</td>
<td>0.4078</td>
<td>0.4123</td>
<td>0.4125</td>
<td>0.4143</td>
<td>0.4135</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3981</td>
<td>0.3931</td>
<td>0.3998</td>
<td>0.3991</td>
<td>0.3998</td>
<td>0.3998</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3866</td>
<td>0.3790</td>
<td>0.3876</td>
<td>0.3869</td>
<td>0.3878</td>
<td>0.3876</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3747</td>
<td>0.3693</td>
<td>0.3761</td>
<td>0.3752</td>
<td>0.3767</td>
<td>0.3768</td>
</tr>
<tr>
<td>0.8</td>
<td>0.3639</td>
<td>0.3597</td>
<td>0.3668</td>
<td>0.3645</td>
<td>0.3665</td>
<td>0.3670</td>
</tr>
<tr>
<td>0.9</td>
<td>0.3550</td>
<td>0.3498</td>
<td>0.3584</td>
<td>0.3552</td>
<td>0.3573</td>
<td>0.3580</td>
</tr>
<tr>
<td>1.0</td>
<td>0.3461</td>
<td>0.3418</td>
<td>0.3504</td>
<td>0.3462</td>
<td>0.3489</td>
<td>0.3497</td>
</tr>
<tr>
<td>1.1</td>
<td>0.3389</td>
<td>0.3345</td>
<td>0.3418</td>
<td>0.3372</td>
<td>0.3422</td>
<td>0.3423</td>
</tr>
<tr>
<td>1.2</td>
<td>0.3320</td>
<td>0.3280</td>
<td>0.3357</td>
<td>0.3304</td>
<td>0.3358</td>
<td>0.3353</td>
</tr>
<tr>
<td>1.3</td>
<td>0.3252</td>
<td>0.3210</td>
<td>0.3301</td>
<td>0.3245</td>
<td>0.3308</td>
<td>0.3289</td>
</tr>
<tr>
<td>1.4</td>
<td>0.3188</td>
<td>0.3154</td>
<td>0.3252</td>
<td>0.3181</td>
<td>0.3243</td>
<td>0.3229</td>
</tr>
<tr>
<td>1.5</td>
<td>0.3135</td>
<td>0.3089</td>
<td>0.3197</td>
<td>0.3122</td>
<td>0.3186</td>
<td>0.3173</td>
</tr>
<tr>
<td>1.6</td>
<td>0.3086</td>
<td>0.3035</td>
<td>0.3150</td>
<td>0.3070</td>
<td>0.3129</td>
<td>0.3120</td>
</tr>
<tr>
<td>1.7</td>
<td>0.3049</td>
<td>0.2991</td>
<td>0.3102</td>
<td>0.3022</td>
<td>0.3084</td>
<td>0.3070</td>
</tr>
<tr>
<td>1.8</td>
<td>0.3008</td>
<td>0.2942</td>
<td>0.3056</td>
<td>0.2970</td>
<td>0.3034</td>
<td>0.3023</td>
</tr>
<tr>
<td>1.9</td>
<td>0.2963</td>
<td>0.2898</td>
<td>0.3015</td>
<td>0.2932</td>
<td>0.2986</td>
<td>0.2978</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2925</td>
<td>0.2863</td>
<td>0.2973</td>
<td>0.2891</td>
<td>0.2949</td>
<td>0.2937</td>
</tr>
<tr>
<td>2.1</td>
<td>0.2881</td>
<td>0.2813</td>
<td>0.2944</td>
<td>0.2857</td>
<td>0.2901</td>
<td>0.2896</td>
</tr>
<tr>
<td>2.2</td>
<td>0.2841</td>
<td>0.2786</td>
<td>0.2907</td>
<td>0.2815</td>
<td>0.2867</td>
<td>0.2858</td>
</tr>
<tr>
<td>2.3</td>
<td>0.2807</td>
<td>0.2745</td>
<td>0.2866</td>
<td>0.2775</td>
<td>0.2836</td>
<td>0.2822</td>
</tr>
<tr>
<td>2.4</td>
<td>0.2774</td>
<td>0.2718</td>
<td>0.2831</td>
<td>0.2735</td>
<td>0.2812</td>
<td>0.2786</td>
</tr>
<tr>
<td>2.5</td>
<td>0.2743</td>
<td>0.2683</td>
<td>0.2796</td>
<td>0.2699</td>
<td>0.2778</td>
<td>0.2753</td>
</tr>
<tr>
<td>2.6</td>
<td>0.2719</td>
<td>0.2651</td>
<td>0.2762</td>
<td>0.2664</td>
<td>0.2739</td>
<td>0.2722</td>
</tr>
<tr>
<td>2.7</td>
<td>0.2688</td>
<td>0.2620</td>
<td>0.2729</td>
<td>0.2624</td>
<td>0.2707</td>
<td>0.2692</td>
</tr>
<tr>
<td>2.8</td>
<td>0.2658</td>
<td>0.2594</td>
<td>0.2704</td>
<td>0.2586</td>
<td>0.2674</td>
<td>0.2661</td>
</tr>
<tr>
<td>2.9</td>
<td>0.2634</td>
<td>0.2570</td>
<td>0.2681</td>
<td>0.2548</td>
<td>0.2651</td>
<td>0.2632</td>
</tr>
<tr>
<td>3.0</td>
<td>0.2607</td>
<td>0.2536</td>
<td>0.2646</td>
<td>0.2523</td>
<td>0.2630</td>
<td>0.2604</td>
</tr>
</tbody>
</table>

It should be underlined that the comparison can be made for any time point \( t_i \) for these methods and the results could be obtained differently for varying time steps \( h \).
Fig. 3. Error plots for the methods in problem 2

Fig. 4. Solution plots for the methods in problem 2
If the simulations are carried out with different values for $h$, for instance with $h = 0.025$, the relative errors are obtained at $t = 3.0$ as:
\[ e_{EM} = 0.0065, \ e_{Mil\text{stein}} = 0.0269, \ e_{RKIV} = 0.0092, \ e_{RK1.0} = 0.0081 \]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0154 \). At \( t = 1.5 \), these values are obtained as:

\[ e_{EM} = 0.0025, \ e_{Mil\text{stein}} = 0.0202, \ e_{RKIV} = 0.0019, \ e_{RK1.0} = 0.0013 \]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0028 \). For a different number of simulations, for instance with \( N = 200000 \), the relative errors at \( t = 3.0 \) are obtained as

\[ e_{EM} = 0.0084, \ e_{Mil\text{stein}} = 0.0380, \ e_{RKIV} = 0.0046, \ e_{RK1.0} = 0.0219 \]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0031 \). At \( t = 1.5 \), these values are obtained as:

\[ e_{EM} = 0.0069, \ e_{Mil\text{stein}} = 0.0233, \ e_{RKIV} = 0.0016, \ e_{RK1.0} = 0.0104 \]

respectively. The relative error for Wong-Zakai method is obtained as \( e_{WZ} = 0.0022 \). It is clear that Wong-Zakai performs similarly for varying values of \( h, T \) and \( N \) as well.

### 5 Conclusion

In this study, we have used thee reducible stochastic differential equations with explicit solutions to compare the efficiency of Wong-Zakai method with other frequently used stochastic methods in literature. Wong-Zakai method requires a Stratonovich type stochastic differential equation for implementation, hence the three numerical examples were transformed to Stratonovich type SDEs. Similar time intervals were used for three examples with the same time steps for an accurate comparison of Wong-Zakai method with the strong order 1.0 Runge-Kutta, Runge-Kutta IV, Euler-Maruyama and Milstein methods. The relative errors were analyzed in comparison to the analytical solutions of the problems and it is seen that Wong-Zakai method performs similarly in comparison to the other four popular methods. Hence, it can be said that Wong-Zakai method provides an efficient alternative for the investigation of reducible stochastic differential equations. The method can be generalized to systems of SDEs and stochastic models for further analysis.
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